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an LU approximate factorization (see, for example, Jame-
son [8]). LU schemes are used in the incompressible meth-A lower-upper/approximate-factorization (LU/AF) scheme is de-

veloped for the incompressible Euler or Navier–Stokes equations. ods of [3, 5, 9–13]. The treatment of diffusion terms in LU
The LU/AF scheme contains an iteration parameter that can be schemes is considered in [14].
adjusted to improve iterative convergence rate. The LU/AF scheme In the present paper, a modified LU approximate factor-is to be used in conjunction with linearized implicit approximations

ization is developed for use in conjunction with linearizedand artificial compressibility to compute steady solutions, and
implicit approximations and artificial compressibility towithin sub-iterations to compute unsteady solutions. Formulations

based on time linearization with and without sub-iteration and on compute steady or unsteady solutions of the incompress-
Newton linearization are developed using spatial difference opera- ible Navier–Stokes equations. The purpose of the modified
tors. The spatial approximation used includes upwind differencing LU/AF scheme is the introduction of an iteration parame-based on Roe’s approximate Riemann solver and van Leer’s MUSCL

ter a which can be adjusted to improve the iterative conver-scheme, with numerically computed implicit flux linearizations.
gence rate. For one choice of the parameter (a 5 1), thisSimple one-dimensional diffusion and advection/diffusion prob-

lems are first studied analytically to provide insight for development scheme is equivalent to symmetric Gauss–Seidel relax-
of the Navier–Stokes algorithm. The optimal values of both time ation; for another choice (a 5 0), the factorization is an LU
step and LU/AF parameter are determined for a test problem con- analog of that used in ADI schemes. Optimal convergencesisting of two-dimensional flow past a NACA 0012 airfoil, with a

behavior is found to occur at an intermediate value of thehighly stretched grid. The optimal parameter provides a consistent
parameter. The scheme can be used with or without sub-improvement in convergence rate for four test cases having different

grids and Reynolds numbers and, also, for an inviscid case. The iteration at each time step. Formulations based on both
scheme can be easily extended to three dimensions and adapted time-linearization and Newton linearization are given.
for compressible flows. Q 1996 Academic Press, Inc.

The spatial approximation and numerically computed
flux Jacobians used here are the same as those given by
Whitfield and Taylor in [11]. A finite volume approxima-1. INTRODUCTION
tion in transformed coordinates is used, with upwind differ-
encing based on Roe’s [15] approximate Riemann solverThe solution of both steady and unsteady incompressible
(adapted for the artificial compressibility equations) andviscous flows has benefited from the artificial compressibil-
van Leer’s [16] MUSCL scheme, following Anderson,ity formulation of Chorin [1]. Examples of methods using
Thomas, and van Leer [17]. Flux Jacobians are computedartificial compressibility are given in [2–6]. With artificial
numerically as suggested by Whitfield and Taylor in [18].compressibility, the use of linearized implicit methods

The present paper is organized as follows: Section 2solved using ADI or relaxation schemes is very similar to
contains analytical results for simple one-dimensional dif-established methods for compressible flows. Steady solu-
fusion and advection/diffusion problems. Section 3 con-tions can be obtained using iteration in time or relaxation,
tains the two-dimensional governing equations in trans-and unsteady solutions can employ sub-iteration proce-
formed coordinates. In Section 4, iterative formulationsdures [2, 3, 5, 6] based on artificial compressibility. The
which distinguish time linearization and Newton lineariza-linearized implicit equations which arise are often ad-
tion are developed, along with a general statement of thedressed using variants of approximate factorization or re-
approximate factorization. The numerical flux and Jacob-laxation. Jameson and Turkel [7] suggested implicit LU
ian approximations are given in Section 5, and definitionschemes expressed as approximate factorizations which

have two factors in three dimensions instead of the three of the LU/AF scheme is completed in Section 6. Computed
factors associated with ADI schemes. The symmetric results for a two-dimensional airfoil problem are given in

Section 7.Gauss–Seidel relaxation scheme can also be expressed as
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2. MODEL PROBLEM RESULTS (C21 1 1 1 a)Dq*i 2 Dq*i21 5 qn
i21 2 2qn

i 1 qn
i11 (2.5a)

2.1. Implicit Algorithm for a One-Dimensional (C21 1 1 1 a)Dqn
i 2 Dqn

i11 5 (C21 1 2a)Dq*i . (2.5b)
Diffusion Equation

2.3. Analysis of Asymptotic Iterative Convergence RateConsider the one-dimensional diffusion equation:
The convergence of the above scheme is analyzed to

determine optimal values of the parameter a. If q is theq
t

5 n
2q
x2 , (2.1) steady solution to (2.3), then the error «n at each step is

given by «n
i 5 qn

i 2 qi . Since the governing equation is
linear, this error «n

i satisfies the same difference equationwhere n is constant. Assume a discretization with constant
as the solution qn

i . If the boundary conditions are assumedtime step Dt and grid spacing Dx, such that qn
i 5 q(nDt,

to be homogeneous Dirichlet conditions, then the erroriDx). The following implicit approximation is obtained us-
can be expressed as a Fourier series for an odd functioning Euler implicit time differencing and central space dif-
on a discrete half interval in space, asferences,

(C21 2 d 2
i )Dqn 5 d 2

i qn, (2.2) «i 5 ON21

k51
bk sin(gkxi); i 5 0, 1, 2, ..., N, (2.6)

where C ; nDt/(Dx)2, Dqn ; qn11 2 qn, and d is the central where gk 5 kf, xi 5 iDx, and Dx 5 1/N. Assuming the
difference operator. initial solution satisfies the boundary conditions, then each

Fourier error component will also satisfy the homogeneous
2.2. LU Approximate Factorization Scheme Dirichlet conditions, and the results from a Fourier or von

Neumann stability analysis can also be used for analysisAlthough the tridiagonal system associated with (2.2) is
of iterative convergence. Substituting a typical Fouriereasily solved, the present objective is to gain insight into
component of the forman LU/AF scheme to motivate and guide its application

to the multidimensional Navier–Stokes equations, where
«n

i 5 zn
k sin(gkxi) (2.7)fully implicit solutions are not so economically solved. Ac-

cordingly, an approximate factorization of (2.2) is consid-
ered which can be written symbolically as into (2.3) leads to the expression for the amplification

factor zk for each error components,

[D 1 L1(?)]D21[D 1 L2(?)]Dqn 5 d 2
i qn ; r(qn). (2.3)

zk 5
1 1 2aC 1 C 2[a2 1 (1 2 a)sk]

(1 1 skC)(1 1 2aC) 1 C 2[a2 1 (1 2 a)sk]
, (2.8)

Here, D is a scalar quantity, r is the spatial residual opera-
tor, and L1 and L2 are difference operators. The present

where sk 5 4 sin2(kf/2N). Analysis of (2.8) gives theLU/AF scheme is defined by (2.3) and
following results:

a. The lowest frequency error (k 5 1) has the largestD(?) 5 (C21 1 2a)(?)i (2.4a)
amplification factor and, hence, governs the convergence

L1(?) 5 2(?)i21 1 (1 2 a)(?)i (2.4b) rate. Thus, s1 5 4 sin2(f/2N) P (f/N)2.
L2(?) 5 2(?)i11 1 (1 2 a)(?)i . (2.4c) b. For a 5 0 (ADI type), the scheme has an optimal

time step given by Copt 5 1/Ïs1, and spectral radius of
zopt 5 (1 1 2Ïs1)21, with slower convergence at bothA free parameter a whose purpose is to accelerate conver-
smaller and larger C.gence to a steady solution has been included in this scheme.

For a 5 0, the scheme is analogous to an ADI type of c. For a 5 1 (SGS type), the convergence is very good
approximate factorization with directions given by back- for a range of C extending to infinity, with Copt R y, and
ward and forward differences such that L1 5 =i , L2 5 2Di . zopt 5 (1 1 2s1)21.
For a 5 1, the scheme can be shown to be equivalent to d. For other values of a, the fastest convergence occurs
symmetric Gauss–Seidel (SGS) relaxation as C R y. The as C R y, and the optimal value of a is found to be aopt 5
approximate factorization can be solved for Dqn

i in two Ïs1, and zopt 5 (2 2 Ïs1)/(2 1 Ïs1).
steps which are associated with lower and upper triangular
matrices (hence, the LU/AF designation). These steps can The asymptotic convergence rate is illustrated by the num-

ber of iterations K to reduce the error by a given (arbitrary)be written more directly as
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1022 at the freestream boundary (giving a mesh ratio of
Dxmax/Dxmin 5 6.17 3 102). This model problem corre-
sponds to a high Reynolds number flow with well-resolved
thin-shear-layer and freestream regions (27 of 81 points
are in the shear layer) and has relevance to the region near
a stagnation point for many viscous flow problems.

An LU/AF scheme similar to (2.3)–(2.4) is constructed
for (2.9) using a finite-volume discretization and a first-
order (two-point) upwind approximation for the advection
term. This scheme can be written as

[D 1 L1(?)]D21[D 1 L2(?)]Dqn 5 r(qn), (2.10)

where r(qn) approximates the RHS of (2.9) and

FIG. 1. LU/AF scheme for one-dimensional diffusion equation: Itera- D(?) 5 Dt21 1 a(ai21/2 1 bi11/2) (2.11a)tions for convergence to 1023 for uniform grid with 80 intervals.

L1(?) 5 2ai21/2(?)i21 1 (1 2 a)ai21/2(?)i (2.11b)

L2(?) 5 2bi11/2(?)i11 1 (1 2 a)bi11/2(?)i (2.11c)
factor c, which is given by K 5 log(c)/log(zk51)[%(M)].
This convergence rate for N 5 80 and c 5 1023 is shown ai21/2 5

1
Dxi,avg

Sui21/2 1
1

Re Dxi21/2
D,

in Fig. 1 for different values of C and a. The analytical
results are also compared with asymptotic convergence
rates obtained from test calculations using the actual algo- bi1/2 5

1
Dxi,avg

S 1
Re Dxi11/2

D (2.11d), (2.11e)
rithm. In these calculations, the spectral radius of the error
reduction matrix was deduced by noting that repeated ap-

The matrix method is used to determine the iterative rateplication of the algorithm is equivalent to the power
of convergence of the scheme (2.11) with Dirichlet bound-method for determining the spectral radius of a matrix
ary conditions. The implicit scheme and boundary condi-(see, for example, Jennings [19]). Note in Fig. 1 that the
tions for all grid points can be expressed in matrix formoptimal a is very effective in improving the convergence
as qn11 5 Mqn 1 b, where M is the iteration matrix. Therate for large C.
spectral radius %(M) determines the asymptotic rate of

2.4. LU/AF Scheme for a One-Dimensional Advection/ convergence and was computed using RG, a subroutine
Diffusion Equation available from CRAY’s EISPACK library. The number

The preceding analytical solution is exact and provides
relevant insight into the convergence rate as influenced by
a and the viscous Courant number C. Further insight into
the behavior of this algorithm for high Reynolds number
viscous flow is obtained from the following (nondimen-
sional) linear advection/diffusion equation,

q
t

5 2u(x)
q
x

1
1

Re
2q
x2 , (2.9)

where u(x) is a prescribed velocity distribution (0 # u,
x # 1). Here, the velocity u(x) is specified from the classical
Heimenz similarity solution for flow toward a stagnation
point (see [20]) and is the distribution along the stagnation
streamline of the velocity component normal to the wall.
A shear-layer of thickness d 5 1022 is obtained by taking
the Reynolds number as 57,360. A nonuniform grid of 80 FIG. 2. LU/AF scheme for one-dimensional advection/diffusion
mesh increments is used, having a minimum spacing of equation: Iterations for convergence to 1023 for uniform grid with 80 in-

tervals.7.96 3 1025 at the wall and maximum spacing of 4.91 3
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of iterations K to reduce the error by a given factor c is Here, b is an artificial compressibility parameter, Re is a
reference Reynolds number, J 5 xj yh 2 yj xh is the Jacobiangiven by K 5 log(c)/log[%(M)]. Results for different a

are shown for c 5 1023 in Fig. 2, where the Courant number of the inverse coordinate transformation, and the metric
quantities are given byC is given by C 5 uavg Dt/Dxavg . A comparison of Figs.

1 and 2 indicates that the convergence behavior for the
advection/diffusion equation (2.9) with nonuniform grid Jjx 5 yh , Jjy 5 2xh , jt 5 2xt jx 2 yt jy

(3.6)and high Reynolds number is qualitatively the same as for
Jhx 5 2yj , Jhy 5 xj , ht 5 2xthx 2 ythy .the diffusion equation (2.1). If the diffusion term in (2.9)

were omitted from this model problem, then bi11/2 would
The artificial time derivative has been added, followingbe zero, and Eq. (2.11c) would reduce to zero. There would
the coordinate transformation to ensure that a divergence-be no factorization error and, consequently, the solution
free solution is obtained for a dynamic grid.would converge in one iteration as Dt R y. Note that

these latter observations would not apply if the velocity
4. NUMERICAL FORMULATIONSdistribution were to include a change of direction and do

not apply to the Euler equations, where eigenvalues of 4.1. Finite-Volume Approximation
the flux Jacobians have different signs. Thus, diffusion is

The following finite-volume approximation of (3.1) islargely responsible for the dependence of convergence on
used [2, 5, 6, 10]:a in Fig. 2. Both model problems have relevance to the

Navier–Stokes equations, where a similar dependence on
a will be demonstrated. q

t
5 2(dif 1 djg) 5 2R(q). (4.1)

3. TWO-DIMENSIONAL INCOMPRESSIBLE
Here, d is the central difference operator such thatNAVIER–STOKES EQUATIONS

An artificial compressibility formulation [2, 5, 6, 10, 11] di(?) ; (?)i11/2 2 (?)i21/2
(4.2)for the two-dimensional incompressible Navier–Stokes

dj(?) ; (?)j11/2 2 (?)j21/2 .equations, written following a transformation from
Cartesian coordinates (x, y, z, t) to dynamic curvilinear

R denotes a residual operator, and Dj and Dh are takencoordinates [j(x, y, t), h(x, y, t), t 5 t] can be written in
as unity. Here and throughout this paper, nonincrementednondimensional form as
subscripts are often omitted for simplicity. For example,
qi is equivalent to qi, j , and qj11 is equivalent to qi, j11 .q

t
1

f
j

1
g
h

5 0. (3.1)
4.2. Time-Linearized Implicit Formulation

A first-order backward Euler implicit scheme for (4.1)Here, q is the vector of dependent variables, f 5 fI 1 fV

is given byand g 5 gI 1 gV are flux vectors which include both inviscid
and viscous flux contributions, and

Dqn ; qn11 2 qn 5 2DtR(qn11). (4.3)

A time linearization [21] about qn,
q 5 J1

p

u

v
2, fI 5 J1

b(U 2 jt)

uU 1 jxp

vU 1 jyp
2, gI 5 J1

b(V 2 ht)

uV 1 hxp

vV 1 hyp
2 (3.2)

R(qn11) 5 R(qn) 1 L n(Dqn) 1 O(Dqn)2, (4.4)

U 5 jt 1 jxu 1 jyv, V 5 ht 1 hxu 1 hyv (3.3) leads to the following time-linearized implicit formulation:

[I/Dt 1 L n(?)]Dqn 5 2R(qn). (4.5)

fV 5 J1
0

jxtxx 1 jytxy

jxtyx 1 jytyy
2, gV 5 J1

0

hxtxx 1 hytxy

hxtyx 1 hytyy
2 (3.4) Here, L n is a linear operator representing R/q, to be

specified in detail in Section 6. A steady solution of (4.1) is
obtained as Dqn R 0. Although the present paper considers
only two-point first-order accurate time differencing, atxx 5 2eRe21[jxuj 1 hxuh]
straightforward modification using three-point backward

tyy 5 2eRe21[jyvj 1 hyvh] (3.5)
time differences as in [2, 6, 10] would give second-order
time accuracy.txy 5 tyx 5 eRe21[(jyuh 1 hyuh) 1 (jxvj 1 hxvh)].
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4.3. Generalized Approximate Factorization Algorithm removed from this unsteady solution if I is replaced by
Ia ; diag (0, 1, 1) on the right-hand side of (4.13), as

Direct solution of (4.5) is uneconomical for large prob-
suggested, for example, in [2, 6, 10]. Also if the initial value

lems, and so an approximate factorization of the left-hand
c m50 is taken as zero, then the last bracketed term in

side is introduced. The approximate factorization scheme
(4.13) disappears and, thus, a single iteration of (4.13) is

can be written in the general form
equivalent to Eq. (4.5). Note that the sub-iteration serves
to remove the factorization error, but not the O(Dt)2 lin-

[D 1 L n
1(?)]D21[D 1 L n

2(?)]Dqn 5 2R(qn). (4.6) earization error.
The LU/AF scheme applied to (4.13) gives

Here, D is a matrix, and L1 and L2 are difference operators
which should satisfy

[D 1 L n
1(?)]Dc* 5 RHS of (4.13) (4.14a)

D(?) 1 L n
1(?) 1 L n

2(?) 5 (I/Dt)(?) 1 L n(?). (4.7) [D 1 L n
2(?)]Dc m 5 DDc*. (4.14b)

Specific definitions of D, L1 , and L2 appropriate for a The above scheme can be rewritten to solve for c instead
one-parameter LU/AF scheme of the type introduced in of Dc. For example, replace (4.14b) by the sum of (4.14a)
Section 1 will be given in Section 6, once flux approxima- and (4.14b), and then replace Dc by the appropriate differ-
tions and flux Jacobians have been defined. With D, L1 , ence in c. Exploiting cancellation which occurs as a result
and L2 specified, Eq. (4.6) can be solved in two steps: of (4.7), the following two steps equivalent to (4.14a),

(4.14b) are obtained:
[D 1 L n

1(?)]Dq* 5 2R(qn) (4.8a)

[D 1 L n
1(?)]c* 1 L n

2(c m) 5 2R(qn) (4.15a)[D 1 L n
2(?)]Dqn 5 DDq*. (4.8b)

[D 1 L n
2(?)]c m11 1 L n

1(c*) 5 2R(qn). (4.15b)
4.4. Iterative Time-Linearized Implicit Formulation

Letting m denote a sub-iteration index (m 5 0, 1, ...) Solution of (4.15a), (4.15b) is more efficient than (4.14a),
and using the shorthand notation, (4.14b) (assumming the residual is saved) because of the

complexity of RHS(4.13). Also, note that if L1 and L2 lead
c m11 ; (Dqn)m11 5 qn11,m11 2 qn, (4.9) to strictly lower and upper matrices, respectively, then

(4.15) is a symmetric Gauss–Seidel iteration for solving
an iterative nonlinear implicit formulation of Eq. (4.3) can (4.12) and, hence, (4.5).
be written as

4.5. Iterative Newton-Linearized Implicit Formulation
c m11 5 2DtR(qn11,m11). (4.10) Letting s denote a Newton-iteration index, the iterative

nonlinear implicit formulation (4.10) can be written as
A time linearization about qn,

c s11 5 2DtR(qn11,s11). (4.16)
R(qn11,m11) 5 R(qn) 1 L n(c m11) 1 O(c m11)2 (4.11)

A Newton linearization about qn11,s,leads to the iterative time-linearized implicit formulation
analogous to (4.5),

R(qn11,s11) 5 R(qn11,s) 1 L n11,s(Dc s) 1 O(Dc s)2, (4.17)

[I/Dt 1 L n(?)]c m11 5 2R(qn). (4.12)
leads to Newton’s method for the unsteady solution of the
nonlinear scheme (4.3) (see, for example, [18]):This can be rewritten in incremental form as

[I/Dt 1 L n11,s(?)]Dc s 5 2[I/Dt c s 1 R(qn11,s)]. (4.18)[I/Dt 1 L n(?)]Dc m 5 2R(qn) 2 [I/Dt 1 L n(?)]c m,
(4.13)

Again, the artificial compressibility approximation in the
time derivatives can be removed from this unsteady solu-where Dc m ; c m11 2 c m. The LU/AF scheme in (4.6)

can also be applied to Eq. (4.13). Note that an unsteady tion if I is replaced by Ia on the right-hand side of (4.18).
Also, as Dt R y this formulation becomes Newton’stime-linearized solution satisfying (4.5) is obtained as the

sub-iteration converges (Dc m R 0). The artificial com- method for computing a steady solution R(q) 5 0.
To solve for the Newton iterates, a sub-iteration withpressibility approximation in the time derivatives can be
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index m is introduced, and the result is written in incremen-
qR

i11/2 5 qi11 2
f

4
[(1 2 x)(qi12 2 qi11) 1 (1 1 x)(qi11 2 qi)]tal form as

(5.4a)
[I/Dt 1 L n11,s(?)]Dm(Dc s)

qL
i11/2 5 qi 1

f

4
[(1 2 x)(qi 2 qi21) 1 (1 1 x)(qi11 2 qi)].

5 2[I/Dt c s 1 R(qn11,s)] (4.19)
(5.4b)

2 [I/Dt 1 L n11,s(?)](Dc s)m.

The accuracy of these formulas is first-order if f 5 0;
As Dm(Dc s) R 0 this scheme converges to the Newton second-order if f 5 1, x 5 21; and third-order if f 5 1,
increment Dc s in (4.18). x 5 Ad.

The LU/AF scheme in (4.6) can be applied to the sub- Definitions analogous to those in (5.1)–(5.4) for the j
iterative Newton formulation (4.19) and, when imple- direction follow immediately for the h direction formulas
mented as in (4.15), gives by replacing i by j, fI by gI , A by B (where B ; gI/q),

and using the eigensystem for B to define
[D 1 L n11,s

1 (?)](Dc s)*

B6 5 TL6 T21. (5.5)1 L n11,s
2 (Dc s)m 5 RHS of (4.18) (4.20a)

[D 1 L n11,s
2 (?)](Dc s)m11

For the viscous fluxes, a centered approximation is used,
as described in [10].1 L n11,s

1 (Dc s)* 5 RHS of (4.18) (4.20b)

5.2. Numerical Flux Jacobians

Linearization of the different implicit schemes requires5. NUMERICAL FLUX AND JACOBIAN
some form of the flux Jacobian matrix, denoted f9(q) ;APPROXIMATIONS
f/q. The analytical determination of the inviscid flux
Jacobian for Roe’s method is not generally tractable and,5.1. Numerical Flux Approximation
thus, Whitfield and Taylor [18] suggest computing them

An upwind differencing based on Roe’s [15] approxi- numerically, a technique commonly used with Newton’s
mate Riemann solver is used for inviscid fluxes. The ap- method (Ortega and Reinboldt [22]). If storage is available,
proximation is based on van Leer’s [16] MUSCL scheme, the cost of the numerical Jacobians can be mitigated by
following [11, 17]. The approximation assumes that waves reuse and infrequent updating (an approximate New-
move normal to the cell faces in each direction. For the j ton’s method).
direction, Roe’s approximation can be written as The inviscid flux fIi11/2

depends on qi and qi11 for the
first-order approximation (a two-point grid stencil), and

fIi11/2
5 fIi11/2

(qL
i11/2) 1 A2

i11/2(qi11/2) ? (qR
i11/2 2 qL

i11/2) (5.1) the higher order approximations depend on qi21 , qi , qi11 ,
and qi12 (a four-point stencil). The viscous flux fVi11/2

de-
pends on qi , qi11 , qi, j61 , and qi11, j61 (a six-point stencil).Here, A2 is a matrix formed from the eigensystem of the
Although a formal linearization would require a flux Jacob-inviscid flux Jacobian A ; fI/q as
ian for the variation of f with q at each point in the grid
stencil, in practice (cf. [11]) it has been found that the

A6 5 SL6S21, (5.2) linearization can be confined to a compact stencil de-
pending only on qi and qi11 . This reduces the computational

where S is a matrix whose columns are the right eigenvec- complexity and the memory requirements if the Jacobians
tors of A, and L is a diagonal matrix whose nonzero diago- are saved. With this two-point stencil for each flux fi11/2
nal elements contain the positive (L1) or negative (L2) and gi11/2 , the linearization of the residual with respect
eigenvalues of A. The eigensystem of A is given in [2, 10]. to qi has a contribution from the flux at each cell face
The matrix A2 is evaluated using Roe-averaged variables, surrounding qi , and the flux Jacobians can be defined as
which for the incompressible case are defined by

f96
i 5

fi61/2

qi
, g96

j 5
gj61/2

q j
. (5.6)qi11/2 5 As(qR

i11/2 1 qL
i11/2). (5.3)

The solution to the right (qR) and left (qL) of a cell face is These flux linearizations are evaluated numerically as in
the example,evaluated from the van Leer MUSCL formulation [11, 17],



38 BRILEY, NEERARAMBAM AND WHITFIELD

kth column of f96
i 5 [fi61/2(qi 1 hek) 2 fi61/2(qi)]/h, (5.7)

where ek is the kth unit vector and h P Ïmachine «.
It has also been noted by Whitfield and Taylor [11] that a

linearization with respect to qR and qL also works well and
is computationally more efficient. In this case, the lineariza-
tions are defined by

f91
i 5

fi11/2

qL
i11/2

, f92
i 5

fi21/2

qR
i21/2

(5.8)

with analogous definitions for g9. The flux linearizations are
evaluated as in the example:

kth column of f91
i

5 [fi11/2(qR
i11/2 , qL

i11/2 1 hek) 2 fi11/2(qR
i11/2 , qL

i11/2)]/h. (5.9)

6. ONE-PARAMETER LU/AF ALGORITHM

Having defined the flux approximations and flux Jacobi-
ans, the compact linearized flux Jacobian operator can be
expressed as

Li, j(?) 5 2f91
i21(?)i21 1 (f91

i 2 f92
i )(?)i 1 f92

i11(?)i11
(6.1)

2g91
j21(?)j21 1 (g91

j 2 g92
j )(?)j 1 g92

j11(?)j11 .

The definitions of D, L1 , and L2 appropriate for a one-pa-
rameter LU/AF scheme of the type introduced in Section 1

FIG. 3. Grid and computed solution near the airfoil.can now be given as

2 (1 2 a)f92
i c m

i 1 f92
i11c

m
i11D(?) 5 [(I/Dt) 1 a(f91

i 2 f92
i ) 1 a(g91

j 2 g92
j )](?)i, j (6.2a)

2 (1 2 a)g92
j c m

j 1 g92
j11c

m
j11 5 2R(qn) (6.3a)

L1(?) 5 (1 2 a)[f91
i 1 g91

j ](?)i, j

[I/Dt 1 af91
i 2 f92

i 1 ag91
j 2 g92

j ]c m11
i, j 1 f92

i11c
m11
i11 1 g92

j11c
m11
j11

2 f91
i21(?)i21 2 g91

j21(?)j21 (6.2b)

1 (1 2 a)f91
i c*i 2 f91

i21c*i21
L2(?) 5 (1 2 a)[2f92

i 2 g92
j ](?)i, j

1 (1 2 a)g91
j c*j 2 g91

j21c*j21 5 2R(qn). (6.3b)
1 f92

i11(?)i11 1 g92
j11(?)j11 . (6.2c)

For a 5 1, it can be verified that this scheme is equivalent
to symmetric Gauss–Seidel relaxation applied to the itera-It is easily verified that these definitions satisfy (4.7).
tive time-linearized implicit formulation (4.12) or (4.5). ItHere, a is a parameter (0 # a # 1) which can be adjusted to
should be noted that Whitfield [24] has described thisaccelerate convergence. In effect, the parameter a allocates
scheme with a 5 0 as the two-pass method and with a 5 1the flux Jacobians associated with the diagonal point (i, j)
as the modified two-pass method.between the elements of the approximate factorization D,

L1(?), and L2(?). 7. COMPUTED RESULTS
Applying these definitions to the sub-iterative formula-

7.1. Viscous Flowtion (4.15), the one-parameter LU/AF scheme becomes

The convergence behavior of the LU/AF scheme was
[I/Dt 1 f91

i 2 af92
i 1 g91

j 2 ag92
j ]c*i, j 2 f91

i21c*i21 2 g91
j21c*j21 studied for two-dimensional viscous flow past a NACA
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TABLE IITABLE I

Optimal Parameters for Test Problem Asymptotic Convergence Rate: Iterations to Reduce Residual by a
Factor of 10

Case 1 Case 2 Case 3 Case 4 Case 5
Case 1 Case 2 Case 3 Case 4 Case 5

Re 5 2500 Re 5 2500 Re 5 250 Re 5 250 Inviscid
(35 3 161) (70 3 161) (35 3 161) (70 3 161) (35 3 161)

Re 5 2500 Re 5 2500 Re 5 250 Re 5 250 Inviscid
(35 3 161) (70 3 161) (35 3 161) (70 3 161) (35 3 161)

1 Sub-Iteration
Optimal

1 Sub-Iteration
CFL 14 to 19 50 to 80 20 to 100 20 to 100 40

a 5 1 533 174 213 256 91
aopt 0.05 0.08 0.05 to 0.2 0.05 to 0.2 0.3

aopt 125 81 70 60 49

3 Sub-Iterations
3 Sub-Iterations

Optimal
a 5 1 61 59 148 154 32

CFL 40 to 50 50 to 80 20 to 100 20 to 100 80
aopt 34 29 19 22 22

aopt 0.1 to 0.2 0.1 to 0.4 0.05 to 0.3 0.05 to 0.2 0.3

convergence behavior for a 5 1 (equivalent to symmetric
0012 airfoil at zero incidence (see Fig. 3). A large number Gauss–Seidel relaxation) was first determined and then
of test calculations were made for each of five flow cases compared with the corresponding behavior for other values
in which the grid resolution and Reynolds number were of a. A large number of test calculations were made for
varied (see Table I). The first case has a chordal Reynolds each of the five cases, and key results are summarized in
number of 2500 and uses an O-grid with 35 radial points Table I and Table II.
and 161 circumferential points. The outer boundary of the For Case 1, detailed results for variable CFL and a are
grid is a circle with radius 50 times the airfoil chord length. shown in Figs. 4–5. For one sub-iteration, the optimal CFL
The grid is very highly stretched to provide resolution of for a 5 1 was found to be 14, and the optimal parameter
the viscous layer, leading and trailing edge regions. For aopt was 0.05, with the optimal CFL of 19. For three sub-
Case 1, the minimum mesh spacing is a 5.7 3 1024 chord iterations, the optimal CFL for a 5 1 was 45, and the
for the radial direction and an 8.7 3 1025 chord for the optimal parameter aopt was 0.1, with the optimal CFL of
circumferential direction. The ratio of minimum to maxi- 42. The convergence behavior for this case is shown in Fig.
mum mesh spacing is about 7.1 3 1025 for the radial direc- 6. For one sub-iteration, the asymptotic rate of conver-
tion and 3.6 3 1025 for the circumferential direction. The gence to a steady solution using aopt 5 0.05 is improved
ratio of the maximum to minimum cell areas is 1.2 3 1010. by a factor of about 4, as compared with that for a 5 1.
The artificial compressibility parameter b was taken as For three sub-iterations, the convergence is improved by
5.0. The iterative time-linearized LU/AF scheme given by a factor of about 2 using aopt 5 0.1.
(6.3a), (6.3b) was used. This scheme, the same as (4.15a),
(4.15b), is equivalent to (4.14a), (4.14b) and, with one sub-
iteration, is equivalent to (4.8a)–(4.8b), as noted in Section
4. The calculations were performed using third-order nu-
merical fluxes as in (5.4a)–(5.4b) and numerical flux linear-
izations were updated numerically every 20 time steps. A
spatially varying time step was used and is defined as

Dti, j 5 CFL[uliumax 1 uljumax]21,

where li and lj are the eigenvalues of A and B, and CFL
is a specified constant. Characteristic-based boundary con-
ditions are used as described in [11].

To make a meaningful assessment of convergence be-
havior, it is necessary to determine the optimal value of
time step (CFL) for each choice of parameter a. This was
done empirically by trial and error using different values
of CFL and a and computing enough time steps to deter- FIG. 4. Case 1: Determination of optimal CFL for a 5 1 from reduc-

tion of initial residual.mine the relevant asymptotic convergence behavior. The
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FIG. 7. Case 2: Determination of optimal CFL for a 5 1 from reduc-FIG. 5. Case 1: Determination of optimal a from reduction of initial
residual, using optimal CFL for each a. tion of initial residual.

For Case 2, the local radial mesh spacing is halved, im-
proving the viscous resolution, with minimum mesh spac-
ing of a 2.85 3 1024 chord. The results for variable CFL
and a are shown in Figs. 7–8, and by comparison with Figs.
4–5, the algorithm generally has an improved convergence
behavior for one sub-iteration. A lower Reynolds number
(250) is used for Cases 3 and 4, giving better viscous resolu-
tion. Since the results for Cases 3 and 4 are very similar,
only Case 4 results for variable CFL and a are shown (Figs.
9–10). Comparing these results with Figs. 4–5 and Figs.
7–8, the algorithm can be seen to have an improved conver-
gence behavior for both the (35 3 161) and (70 3 161)
grids at the lower Reynolds number.

7.2. Inviscid Flow
FIG. 8. Case 2: Determination of optimal a from reduction of initial

Computed results were also obtained for inviscid flow residual, using optimal CFL for each a.

with the (35 3 161) grid (Case 5). The only changes in

FIG. 9. Case 4: Determination of optimal CFL for a 5 1 from reduc-
tion of initial residual.FIG. 6. Case 1: Viscous flow convergence behavior at optimal CFL.
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tions, it does not appear difficult to guess a useful value.
A value for a near 0.05 to 0.2 has usually given good
performance, although the scheme does not work well if
a is too small. The optimal CFL number may vary with
the number of sub-iterations but it does not seem sensitive
to a. In terms of total iterations (time steps plus sub-
iterations), it is better to avoid sub-iteration and use aopt .
In terms of computer resources (CPU time and memory),
there is a trade-off between reducing the runtime for sub-
iterations by storing and reusing quantities such as flux
linearizations and residuals and the increased memory re-
quired to do this.
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